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S9 Parameter values 8

S1 Model S and sub-cellular element method

Here we outline the details of the models discussed in the main text. Model S is de-
signed to model cell movement resulting from cell-cell adhesion and repulsion. To model
individual cells, we use the sub-cellular element method (SCEM) [1] (Fig Aa), where
each cell is represented by Nnode nodes. Nodes within the same cell are subjected to
intra-cellular biomechanical forces determined by a Morse potential Φintra:

Φintra(r) = Uintra exp
(
− r

ξintra

)
− Vintra exp

(
− r

ζintra

)
(S1.1)

where r is the distance between the two nodes. Inter-cellular forces are determined by
another Morse potential Φinter acting between nodes of different cells. In model S, we
assume that each cell can express either of the two identities (red/blue). Φinter applies
to nodes from two cells of the same type (red - red, blue - blue) imparting an attractive
(adhesion) force with a short range repulsion (to avoid overlap). Nodes from cells of
different type (red - blue) are subjected to a repulsive force:

Φinter(r) =


UAtr

inter exp
(
− r

ξAtr
inter

)
− V Atr

inter exp
(
− r

ζAtr
inter

)
, same type;

URep
inter exp

(
− r

ξRep
inter

)
, different type;

(S1.2)

The Morse potentials we used in model S are depicted in Fig B, with different adhe-
sion/repulsion strengths. The motion of the i-th node of the n-th cell resulting from
the combination effect of intra- and inter-cellular Morse potentials is determined by the
following equation:

vΦ
n,i = ηn,i −∇xn,i

Nnode∑
j 6=i

Φintra

(∣∣xn,i − xn,j

∣∣)−∇xn,i

Ncell∑
m 6=n

Nnode∑
j

Φinter

(∣∣xn,i − xm,j

∣∣)(S1.3)

where ηn,i is the noise term, Ncell is the total number of cells and Nnode is the total
number of nodes in each cell, and xn,i is the position vector of the i-th node of the n-th
cell. Both intra- and inter-cellular Morse potentials are truncated after r = 2, where
r = 1 is the typical diameter of a cell. This truncation ensures forces are cell-cell contact
based and do not extend to longer spatial ranges.

The canonical SCEM based only on Morse potentials often behaves poorly for sys-
tems involving large-scale cell movement, during which cells might be squashed or even
“explode”. To avoid such technical problems, we add another pair-wise potential to
nodes within the same cell to endow the cell with more structure. We first divide the
nodes into two layers, each with the same number of nodes (Nnode/2). For each pair
of neighboring nodes in the same layer (xn,i ∼ xn,i±1), and each pair of corresponding
nodes in the two layers (xn,i ∼ xn,i±Nnode/2), we apply the following potential Ψ (Fig
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Ab):

Ψ(x,y) = µ
|x− y| − l
|x− y|

(
x− y

)
(S1.4)

Hence for the i-th node in the n-th cell, the velocity resulting from the potential Ψ
should be:

vΨ
n,i = Ψ(xn,i,xn,i+1) + Ψ(xn,i,xn,i−1) + Ψ(xn,i,xn,i±Nnode/2) (S1.5)

With such an enhanced structure, the motion of a node is determined by two parts:

d

dt
xn,i = vΦ

n,i + vΨ
n,i (S1.6)

where vΦ
n,i and vΨ

n,i are determined by equations (S1.3, S1.5), respectively.

S2 Model P

Model P, originally developed in [2], describes a plasticity based process that is hypoth-
esized to aid rhombomere boundary sharpening in the zebrafish hindbrain. Morphogen
M diffuses across the entire domain. The dynamics of the extra-cellular M concentration
is described by the following equation:

∂[M ]out

∂t
= DM∆[M ]out + VM (x, t)− (1 + β)kM [M ]out + kM [M ]in + ηout

dωout(t)

dt
(S2.1)

where VM (x, t) is the M production rate at position x at time t:

VM (x, y; t) = vM tanh
(x− (xf − 10)

αM
+ 1
)

(S2.2)

and ωout is a white noise. When entering a cell, M activates either gene A or gene B,
and the following system of ODE’s is evaluated for each cell:

d[M ]in
dt

= kM [M ]out −
(
kM + [S([M ]in)]

)
[M ]in + ηin

dωin(t)

dt
, (S2.3)

d[A]

dt
=

CA[A]nA + κA[M ]min
1 + [A]nA + [B]nB + κA[M ]min

− dA[A] + ηA
dωA(t)

dt
, (S2.4)

d[B]

dt
=

CB[B]nB + κB[M ]min
1 + [A]nA + [B]nB + κB[M ]min

− dB[B] + ηB
dωB(t)

dt
, (S2.5)

where [M ]in is the intracellular M concentration, and [A], [B] represent the concentrations
of gene A and B in the cell, respectively; ωin, ωA and ωB are white noise; [S([M ]in)]
represents M degradation due to another intracellular signal S:

[S] =

 kdeg
γ
(
[M ]in

)n
1 + γ

(
[M ]in

)n
+ f0e−λ(xf−x)

, if 0 < x < xf − 10

kmax, if x < 0 or xf − 10 < x < xf

(S2.6)

In the simulations of slowed down plasticity induced transitioning (Fig 6b, Movie S7),
a common factor 0.1 is multiplied to all other terms in the right hand side of equations
(S2.1 - S2.5), with all noise terms multiplied by

√
0.1.
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S3 Model SP

Model SP is a hybrid of models S and P, where cells are mobile and the intra-cellular
gene concentrations can change due to motions of cells as well as stochastic effects,
which in turn feedback to affect inter-cellular forces (which depends on gene expression).
As in model S, cell movements are the result of inter-cellular adhesion and repulsion,
which are determined by the cell’s gene expression (levels of A and B, which depend
on morphogen levels M). As a result of cell motions, concentrations of A and B and
adhesion / repulsion properties of each cell are continuously changing, forming a feedback
between gene expression and motility. To reflect this, unlike in model S where Φinter is a
two-state Morse potential (equation (S1.2)), in model SP, Φinter is a continuous family
of Morse potentials (Fig C):

Φinter

(
xm,j ,xn,i; g

m,gn
)

= Uinter

(
gm,gn

)
exp

(
− |xm,j − xn,i|

ξinter

)
(S3.1)

−Vinter

(
gm,gn

)
exp

(
− |xm,j − xn,i|

ζinter

)
where xm,j ,xn,i are the position vectors of the two interacting nodes from two different
cells: the m-th cell and the n-th cell, m 6= n. gn is the gene expression concentration
vector of the n-th cell, gn = ([An], [Bn]) where [An], [Bn] are the concentrations of gene
A and B in the n-th cell, respectively. Note that whereas the position of different nodes
within a cell can be different, gene expression is a cell property and thus every node
within the same cell is assigned the same gene expression. The adhesion and repulsion
strengths between two cells (Uinter and Vinter) then depend on the gene expression of
both cells in the following way:

Uinter

(
gm,gn

)
=

[
1−F

(
gm,gn

)]
U0 + F

(
gm,gn

)
U1 (S3.2)

Vinter

(
gm,gn

)
= F

(
gm,gn

)
V1 (S3.3)

where F(gm,gn ) ∈ [0, 1] is a symmetric function of gm,gn measuring the similarity of
the gene expression in the two cells, which is constructed in the following way.

For the n-th cell, we linearly scale the concentration difference [An] − [Bn] into a
range of [−1, 1] and denote this scaled result as δn, so that δn = 1 when the cell expresses
maximum A and minimum B, and δn = −1 when the cell expresses maximum B and
minimum A. Then we define

F
(
gm,gn

)
=

1

2
(δmδn + 1) (S3.4)

When the two cells express the same gene in maximum amounts (δm = δn = 1 or
δm = δn = −1), we have F = 1 and equation (S3.1) gives the maximum adhesion
potential (Fig C, red line); on the other hand, when they express the different genes in
maximum amounts (δm = ±1, δn = ∓1), F = 0 and equation (S3.1) gives the maximum
repulsion potential (Fig C, blue line). This quantity thus allows us to vary the strength
of attractive and repulsive forces based on the similarity or differences between two cells.
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S4 Representation of cells

In SCEM, each cell is represented by a collection of nodes (Fig Da). For visualization
purposes however, it is helpful to depict cells as a confined area with a boundary. The
two-layer structure of cells in this framework makes it simple to draw these cellular
boundaries based on node positions. To visualize each cell, we assign the region enclosed
by the outer layer of nodes as being part of the cell (Fig Db). This leaves a significant
portion of the computational domain unassociated with each cell. However, since the
zone of influence of each node extends a certain distance, we will assign part of the region
between the outer node layers of adjacent cells as belonging to one of those two cells. To
do so, we create a triangular mesh of the portion of computational mesh outside of the
outer node layer of all cells using the outer layer nodes as vertices of the triangles (Fig
Dc). Each resulting triangle can take one of two forms and its area can be apportioned
to the adjacent cells accordingly.

1. One vertex belongs to one cell, and the other two vertices belong to another cell
(Fig Dd). In this case, the triangle is associated with only two cells and we divide
the triangle into one triangle and one quadrilateral separated at the midline of the
original triangle. The resulting two areas are subsequently assigned to the two
associated cells and colored accordingly.

2. The three vertices belong to three different cells (Fig De). In this case we divide
the triangle into four smaller triangles by connecting the midpoints of each of the
three sides of the triangle. The central triangle is unassigned (and uncolored)
while the remaining three triangles are assigned to the respective cells and colored
accordingly.

We treat all triangles from the mesh in this way, which gives the final representation of
cells (Fig Df).

S5 Sharpness Index and Mixture Index

For each model simulation, we assign two measures of sharpness to quantify how well
defined the resulting boundary between domains is.

The first measurement is the Sharpness Index (SI), which quantifies both the for-
mation of a clear boundary and the straightness of the boundary. We adopt this index
from [2]: SI is the standard deviation of the distance (measured from cell center) to the
midline of the transition region of all mis-located cells. SI is evaluated over time for a
simulation.

In addition to SI, to categorize the final state of a simulation, we introduce in another
measurement: the Mixture Index (MI), which is evaluated at the endpoint of a simulation
to quantify the degree of mixture of the transition region. MI is defined in the following
way:
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1. If a clear boundary forms dividing the two colonies, MI=0 (Fig Eab). That is, this
index is intended to indicate the coherence of a boundary and does not quantify
its straitness. Thus a boundary can be sharp but not strait.

2. If a cell is mislocated and at either the top or bottom of the computational domain,
it contributes to MI a value equal to the shortest distance between itself and the
presumptive boundary times 0.5 (Fig Ecd, mislocated blue cells at the boundaries).

3. If a cell mislocates so that it is separated from the appropriate grouping (e.g. a
red cell surrounded by blue), it contributes to MI a quantity equal to its shortest
distance to the presumptive boundary (Fig Ed, mislocated red cell).

We down-weight mislocated cells at the top/bottom since their location near the domain
border leads to weaker sorting forces and thus in larger tissues, this effect would be
expected to have less relative influence. In this way, each mislocated cell contributes to
the calculation of the MI, with more mislocated cells leading to a larger value of MI. In
short, this defines a weighted accounting of the number of mislocated cells to describe
how sharp a boundary is.

Using the MI measure, we categorize sharpening results into three categories: bound-
ary formed (MI=0), where a clear boundary forms dividing the two cellular zones; bound-
ary nearly formed (MI≤2), where mostly a boundary forms with one or two cells mis-
located; boundary failed to form (MI>2). See Tables 1-3 for simulation results. While
we distinguished between “boundary formed” and “boundary nearly formed” here, in
vivo there is likely little distinction since subsequent formation of actin cables (or similar
structures) could correct these final minor errors [3], or apoptosis of one or two cells could
complete the process at relatively little cost. In Tables A - C we present the average end
MI corresponding to simulation groups presented in Tables 1-3.

For future reference, the MI measures the degree of mixing of cells at the boundary
whereas SI accounts for both the degree of mixing and how straight the border is. As a
comparison example, we give both MI and SI of the end states of four simulations from
model S in Fig E.

S6 Sensitivity analysis on model P

In this section we analyze how sensitive model P is to several of its parameters.
First, we find that model P is stable to parameters in the morphogen equations (S2.1,

S2.3). Changes in the parameters DM (the diffusion coefficient for extracellular M), β
(which represents the relative strength of extracellular M degradation compared to cell
uptake), and kM (the rate of morphogen exchange between the cell and the extracellular
medium), within a certain region will not affect the bistable switching property of the
system, although they will cause some quantitative changes in the sharpening, as shown
by Figs Fa-c: the average SI (out of 16 simulations) of different values of DM , β, kM
behave quite similar.
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On the other hand, parameters in the two gene equations (S2.4, S2.5) might change
the system bistable switching property greatly. For example, we change the value of CA
in equation (S2.4), which equals 0.9 in all other simulations to create the A → B (i.e.,
red → blue) only transitions. With CA = 1, we no longer see A → B transitions in
the transition region, instead, there are reversed transitions (i.e., B → A) happening in
the more posterior region (Fig Fe); while with CA = 0.8, lots of A → B happening in
the whole observed region, resulting in all cells expressing gene B soon (Fig Ff). These
effects are better illustrated by calculating the B cell distribution: with CA = 1 (Fig
Fg), the observed region suffers a loss of B cells while with CA = 0.8, B Cells take over
the whole region (Fig Fh). The average B cell distributions in the observed region (out
of 16 simulations each) with CA = 0.9, 0.8 and 1 are shown in Fig Fi, illustrating the
differences of the bistable switching of the systems.

S7 The transition region location is precise after boundary
sharpening by any of the three models

In addition to being sharp, the boundary location between segments must also be pre-
cise for robust and reproducible development. In this system, three important factors
influencing precision: morphogen noise, the type of cell sorting, and gene expression
noise.

Morphogen noise generates the salt and pepper transition region between zones.
Thus, in a sense, the morphogen can be thought of as generating a noisy initial condition
which subsequent dynamics serve to sharpen. In general, our simulations can be divided
into three stages. First, an initial stage in which morphogen noise usually leads to an
extremely wide initial transition region (Fig Ga). After this initial phase, we turn off the
morphogen noise and let the system relax to reach a steady state, during which the early
wide transition region naturally narrows from the initial right (posterior) side down to a
narrow one typically of 3-6 cells wide (Fig Gb). This produces the initial condition from
which simulations proceed. In general, this initial generation of zones leads to variability
in the location of the left edge of the transition zone (Std = 0.96, Fig Gf). Interestingly,
there is no variability in the location of the right edge (Std ∼ 0, Fig Gg).

We next assessed how the precision of the final location of zone boundaries evolve
with time in models P, S, and SP (Figs Gc-e). While the mean of the locations have been
discussed in the main text, here we focus on the variability, i.e., the precision. Results
indicate that Model SP leads to the greatest reduction in the variability in the location
of the left edge of the boundary, while the three models perform roughly the same at the
right edge of the boundary. Thus, a model that combines both cell sorting and plasticity
leads to the greatest precision in the location of domain boundaries.
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S8 Noise induces gene expression switching may cause the
loss of cells expressing one identity.

Plasticity induced red → blue transitions result in the loss of cells of one identity. Since
the switching is one-way only due to the structure of the gene expression system, A→ B
in our model, this will certainly cause a loss in cells expressing gene A. When the domains
are large, such a loss might not be a serious problem, yet for zebrafish rhombomeres
which are initially low in cell numbers, it must be considered. We investigate two noise
strength: mild (which is used in Fig 7) and strong, with noise strength ηA = ηB = 0.06
and 0.09, respectively. In our 16 simulations, initially (Time=10.7 hpf) the average
number of A cells in the whole domain is ∼ 39, with mild noise at the end (Time=12.7
hpf) the average A cell number is ∼ 23 while with strong noise it is ∼ 9(Fig Hab). That
is to say, with mild and strong noise, gene A expression cells suffer a loss of 39.1% and
76.6%, respectively. When cell sorting is added to plasticity with mild noise, the cell
loss phenomenon is slightly improved – at the end (Time=12.7 hpf) the average A cell
number is ∼ 25.5 (Fig Hc).

S9 Parameter values

Parameter values used in our simulations are listed in Tables D - F, where x and y are
stated in units of cell diameters (cd). The truncation distance of Morse potentials in
model S and SP is 2 cd. In most of our simulations, the computation time window is
0 ≤ t ≤ 3000, which corresponds to the physical time window 10.7 ≤ T ≤ 12.7 hours
post fertilization (hpf).

For Figs 1, 3 and 4, the morphogen generates a domain of dimension 125 cd× 6 cd,
and we only show the part 33 cd ≤ x ≤ 47 cd. This is the region where plasticity can
induce gene identity transitions. For clarity, we place a new X-axis on this visualized
portion of the domain with a range 0 cd ≤ X ≤ 14 cd. The global morphogen is shown
in Fig I, and the local morphogen in Fig 1a is the region between the two black lines in
Fig I. For Fig 7, we compress the morphogen in the X direction, and instead it generates
a domain of dimension 20 cd× 6 cd, in which case we show the whole domain in Fig 7.
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Table A Average end MI of boundary sharpening of cell sorting, corresponding to
Table 1.

ITW Strength Average end MI

2 Mild (16 total) 0.88
Strong (16) 0.28

3 Mild (16 total) 2.06
Strong (16) 1.03

4 Mild (16 total) 5.81
Strong (16) 6.69

Table B Average end MI of ZA/B boundary sharpening, corresponding to Table 2.

ZA/B Average end MI

S (16 Total) 2.84

P 1.34

SP 0.22

P followed by S 0.75 (0.56)
T = 11.37 (11.7) hpf

S followed by P 1 (0.75)
T = 11.37 (11.7) hpf
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Table C Average end MI of r3/4 and r4/5 boundary sharpening, corresponding to
Table 3.

r3/4 Average end MI r4/5 Average end MI

SP (16 total) 1.16 0

S(16) 1.45 0.63

P (16) 3.16 0.5

Table D Parameter values used in model S.“cd” stands for “cell diameter”.

Parameters Values Units

Uintra 6.5× 10−3 cd2 sec−1

Vintra 1.3× 10−3 cd2 sec−1

ξintra 0.375 cd

ζintra 0.45 cd

UAtr
inter 2.6× 10−3 cd2 sec−1

V Atr
inter 1.3× 10−3 cd2 sec−1

ξAtr
inter 0.625 cd

ζAtr
inter 2 cd

URep
inter 2.3× 10−3 cd2 sec−1

ξRep
inter 0.4 cd

µ 2.08 sec−1

lout (outer layer) 0.28 cd

lin (inner layer) 0.14 cd

linter (inter layer) 0.225 cd

dt 0.24 sec
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Table E Plasticity parameter values used in model P and SP. Many are taken from [2]
where the plasticity model was originally proposed. “cd” stands for “cell diameter”.

Parameters Values Units

DM 0.026 cd2 sec−1

β 1 —

kM 8.3× 10−4 sec−1

ηout 0 —

vM 10.42 sec−1

xf 125 cd

αM 15 cd

kdeg 208.33 sec−1

γ 2.5× 10−5 —

n 1 —

f0 400 —

λ 0.076 cd−1

kmax 0.42 sec−1

CA, CB 0.9, 1 —

nA, nB 2, 2 —

κA, κB 0.15, 0.15 —

dA, dB 0.4, 0.4 —

m 2 —

ηin 0 —

ηA, ηB 0.06 —

dx 0.25 cd

dy 0.25 cd

dt 0.24 sec
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Table F Mechanical parameter values used in model SP. “cd” stands for “cell diameter”.

Parameters Values Units

Uintra 6.2× 10−3 cd2 sec−1

Vintra 2.6× 10−3 cd2 sec−1

ξintra 0.3 cd

ζintra 0.45 cd

U0 4.9× 10−3 cd2 sec−1

U1 1.2× 10−3 cd2 sec−1

V1 3.1× 10−3 cd2 sec−1

ξinter 0.625 cd

ζinter 1.375 cd

µ 1.67 sec−1

lout (outer layer) 0.28 cd

lin (inner layer) 0.14 cd

linter (inter layer) 0.225 cd

dt 0.24 sec
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Cell 1

Cell 2

Cell 3

Φintra

Φinter
Attract

Φinter
Repulse

Enhanced Intra-Cellular Structure

Φintra Ψ

a) b)

Fig A Illustration of SCEM implementation of cell-cell interactions in Models S and
SP. a) Each cell is represented by a collection of nodes or elements. Nodes within the same cell
are subjected to an intracellular Morse potential Φintra. Nodes from different cells are subjected
to a two-state intercellular Morse potential Φinter, which either shows a short-range repulsion and
a long-range attraction if the cells involved are the same type, or a long-range repulsion if the
cells are different types. To simulate the contact-based cell sorting, all potentials are truncated
after approximately two cell diameter. b) For the intracellular structure, in addition to the Morse
potential Φintra, we add another potential Ψ. The nodes are evenly distributed in two layers, and
Ψ applies to any pair of neighboring nodes within the same layer, and any pair of corresponding
nodes from the two layers. This additional potential endows the cell with more stable structure.
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Fig B Inter-cellular Morse potentials for model S, linked to the model generating
results in Fig 2. Parameter values for mild adhesion and mild repulsion (red and blue lines in
Fig Ba) are given in Table D, other Morse potentials are resulted by changing a few parameter
values, as discussed. a) Mild adhesion (red solid) and mild repulsion (blue solid) in Figs 2a-d; the
strong adhesion (red dashed) and mild repulsion (blue solid) in Fig 2d. For strong adhesion (red
dashed), all other parameter values are the same as in Table D except for V Atr

inter = 1.9×10−3 cd2

sec−1. b) Mild adhesion (red) and weakened repulsion (blue) in Fig 2a. For weakened repulsion,

URep
inter = 7.8 × 10−4 cd2 sec−1, and ξRep

inter = 0.15 cd. c) Weakened adhesion (red) and mild
repulsion (blue) in Fig 2a. For weakened adhesion, ξAtr

inter = 1 cd. “cd” stands for “cell diameter”.
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0 0.5 1 1.5 2 2.5
−0.05

0

0.05

0.1

0.15

Distance r (cell diameter)

Φ
Morse Potential

Φintra

Φinter - Max Adh.
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Fig C Morse potentials used in model SP. In Model SP, the intercellular forces rely continu-
ously on the concentrations [A] and [B] of the cells, hence the intercellular Morse potential Φinter

actually contains a continuous family of Morse potential, ranging from the maximum attraction
(red line) to the maximum repulsion (blue line). All potentials are truncated beyond a length of
2 cd to ensure they represent contact based forces.
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a) b)

c)

d)

e)

f)

Fig D Method for drawing cell boundaries based on sub-cellular node positions. a)
In our modified SCEM, a cell is represented by a collection of nodes that are structured in two
concentric layers. b) Each cell is roughly defined as the region enclosed by the outer ring of
nodes. c) For plotting purposes, we generate a trangulated mesh on the space between these
outer cellular nodes, using the nodes as the triangle vertices. d, e) For visualization purposes, we
select the mid-point along edges connecting nodes from adjacent cells and assign the subdivided
regions defined by these new vertices as belonging to the cell as shown. f) Performing this
globally yields a final representation of each cell that is dependent on the position of the nodes
comprising that cell.
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a)

1

c)

1

1

d)

MI=0 MI=1x0.5=0.5 MI=1x0.5+1x1=1.5

b)

MI=0

Fig E Examples of Mixture Index (MI) and Sharpness Index (SI). For MI, the green
line marks the boundary in the sharp case, or the presumable one in other cases. To calculate
the MI, we sum the contribution of each mislocated cell to the index. This contribution is given
by the distance of that mislocated cell to the boundary (depicted by the yellow numbers and
measured in cell diameters). For cells on the top or bottom boundaries, that contribution is
multiplied by 0.5 to account for boundary effects.The MI and SI of each panel are a) MI=SI=0,
b) MI=0, SI=0.07, c) MI=0.5, SI=0.78, d) MI=1.5, SI=1.12.
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Fig F Sensitivity analysis of model P. a) The average SI changes with different values of
DM . Model P is stable to DM : increasing or decreasing DM by 20% will not substantially affect
the system dynamics. b) The average SI changes with different values of β. Model P is stable
to β: increasing or decreasing β by 20% will not substantially affect the system dynamics. c)
The average SI changes with different values of kM . d-f) The influence of CA on sharpening.
d) With CA = 0.9, the transition region sharpens. e) With CA = 1, sharpening fails. f) With
CA = 0.8, A → B transitions occur throughout the domain resulting in all cells expressing gene
B at the end. g, h) Quantification of the fraction of all cells expressing the B cell fate for CA = 1
and CA = 0.8 respectively. Each line plots the B cell distribution from one simulation. i) The
average B cell distribution of different values of CA. For the units of the parameters, please refer
to Table E.
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Fig G The transition region location is precise after boundary sharpening by any
of the three models. a) Simulations are initialized with morphogen noise on. This leads to
an initially very wide transition region. b) After the initial fate determination stage, we turn off
the morphogen noise and let the system relax to reach its stable state, during which the early
wide transition region is narrowed from the right side down to a narrow one typically of 3-6 cell
wide. c-e) The evolution of the mean and Std of the locations of the left and right edges of the
transition region for the three models (P, S and SP). f, g) The standard deviation of the left and
right edge locations of the transition region for the three models.
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Fig H Loss of cells expression one gene caused by plasticity induced gene expression
switching. In zebrafish rhombomere boundary sharpening, plasticity induced gene expression
switching causes loss in cells expressing one gene, and might result in the connection of r3/4
and r4/5 transition regions. a, b) Mean and standard deviation of numbers of cells expressing
gene A, in model P, with moderate and high noise levels respectively. c) Mean and standard
deviation of the numbers of cells expressing gene A, in model SP, with mild noise. d) With
moderate noise only and no cell sorting, r3/4 and r4/5 transition regions become connected and
clear rhombomeres don’t form. e) With strong noise and no cell sorting, severe loss of red cells
occurs, resulting in the dominance of cells expressing gene B.
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Fig I Depiction of the morphogen profile used in simulations. The section between the
two black lines is shown at higher magnification in Fig 1a.

22



10.7 11.37 12.03 12.7
0

0.2

0.4

0.6

0.8

1

1.2

Time (hpf)

Sh
ar

pn
es

s 
In

de
x

ITW=3 (cell diameter)

Mild F, R=2
Str F, R=2
Mild F, R=3

10.7 11.37 12.03 12.7
0

0.2

0.4

0.6

0.8

1

1.2

Time (hpf)

Sh
ar

pn
es

s 
In

de
x

ITW=4 (cell diameter)

Mild F, R=2
Str F, R=2
Mild F, R=3

10.7 11.37 12.03 12.7
0

0.5

1

1.5

Time (hpf)

Sh
ar

pn
es

s 
In

de
x

ITW=6 (cell diameter)

Mild F, R=3

a) b) c)

Fig J Average sharpness index (SI) over 16 simulations with mild and short-ranged
(blue), strong and short-ranged (red), and mild and long-ranged (green) inter-
cellular force, starting with different ITW. Results show that 1) increasing the strength
of cell-cell interaction strengths does not improve sharpening but that 2) increasing the spatial
range of those interactions (indicative of chemotactic effects) greatly improves sharpening.
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Fig K The standard deviation of SI of the model S, P and SP. The mean of SI of the
models is shown in Fig 5d.
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Fig L Average SI over all simulations from model P followed by S (T=11.37 hpf)
(blue line), P followed by S (T=11.7 hpf) (black line), S followed by P (T=11.37
hpf) (red line), S followed by P (T=11.7 hpf) (yellow line) and SP (green line).
Times here indicate the time at which the switch between different mechanisms is imposed in
the simulation.
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Fig M Stability analysis of the boundary formation. To assess the stability of formed
boundaries over longer times, we track the fraction of cells in the domain of type B as a function
of time. a) Fraction of all cells that are of type B (e.g. #B/(#B+#A) for individual simulations.
b) Mean and standard deviation of the B cell fraction as a function of time for 16 simulations.

26


